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Out-of-distribution (OOD) detection is essential for ensuring the reliability of deep learning models operating in open-world scenarios. Current OOD detectors mainly rely on
statistical models to identify unusual patterns in the latent representations of a deep neural network. This work proposes to augment existing OOD detectors with probabilistic
reasoning, utilizing Markov logic networks (MLNs). MLNs connect first-order logic with probabilistic reasoning to assign probabilities to inputs based on weighted logical
constraints defined over human-understandable concepts, which offers improved explainability. Through extensive experiments on multiple datasets, we demonstrate that
MLNs can significantly enhance the performance of a wide range of existing OOD detectors while maintaining computational efficiency. Furthermore, we introduce a simple
algorithm for learning logical constraints for OOD detection from a dataset and showcase its effectiveness.

Background: OOD Detection with Logic

Background: Markov Logic Network (MLN)

Idea
» Train DNNs to predict some concepts, formulate constraints on plausible concepts

» |nputs that violate a constraint are marked as OOD

» Probabilistic Generalization of First-order Logic (FOL)
» Can be seen as Neuro-Symbolic or templates for large Markov Networks
» Each FOL formula ¢, is associated with a weight w,

Problem » For some input z, a MLN can predict:
» Strict logic too rigid for real-world applications where statistical associations !

dominate Pul(z) = —exp (Z wigpi(z))
» Rather, we want constraints that are violated often only have slight impact, etc. ’

Standalone Markov Logic Network Combination with other Detectors

» Normalizing outlier scores is necessary

» For detector D : X — R, fit some distribution to outlier scores for ID data

» Then, use survival function pp, which normalizes scores into the |0, 1] range
» Outlier score = pp(x) x — ) _; wipi(x)

Dy(x) = — Z w;p;(X) o0 ’ 0D

» Train DNNs to approximate interpretation of FOL predicates {P,}V ,
» Create constraint set {y,}? , with predicates

» Train MLN weights w; by maximizing likelihood on ID training set

» Inference time outlier score:

» EXxplainability: we know exactly by what amount a violated rule changed the
outlier score 0 0
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Constraint Search Traffic Sign Classification (GTSRB)

» For some datasets, no prior knowledge available » We have 43 constraints over the predicates: class, shape and color
» |dea: take dataset with ID and OOD examples and optimize set of rules » Statistically significant performance gains, reduces FPR95 by 37% (relative)
max E (x0.x000) [/ (¥> XD, X00D)] —=A  Clp) » Combination with MLN improves performance of all tested detectors
” Performance Complexity

Input: Training set Dy4in, Validation set Dy, baseline J,, rule set T

1:

> Output: Selected constraints ¢ Face Attribute Prediction (CelebA)

3. Initialize ¢ < 0

4 Initialize J + Jj Constraint search on CelebA yields the following result:

S S 7 vx heavy makeup(x) — gray_hair(x) (2)
; Er/a;n g\e;elﬁzgvg'r:hg ON Drair Vx wearing_lipstick(x) — gray_hair(x) (3)
s thenval vx wearing_lipstick(x) — no_beard(x) (4)
o T Vx —male(x) — no_beard(x) (5)
1: © < ¢ » Since constraints are human-understandable, we can manually curate them

2. endif » Combination with MLN improves performance of all tested detectors

13: end for » e.g.: for MLN+Ensemble, FPR95 is reduced by 20% (relative)

14: return ¢

Constraint Search Regularization Omiting Rules (GTSRB) Constraint Search Dataset
» Regularizing constraint optimization improves re- » Some rules are more important then others > Rules depend on dataset used for optimization
sults 99 90 » Sufficient variability seems beneficial
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